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Introduction

The empirical apprehension of sociological phenomenons
/sociological investigation/ takes place in four main
steps:

I, Assessment of variables describing the phenomenon
/hypothetical model/.

I1I, Selecting the social subsystem that is medium of
the phenomenon /sampling/.

III, Measurement of the variables assumed on the sample,

Iv, Evaluation of measuring data /empirical model/.

Considering sociological investigations as a phase each
of the process of cognition serving for describing the
given phenomenon, rather than as independent units, so
the following problems arise:

a, The set of variables adopted does not coincide in ge-
neral in two different investigations,

b. Representativity of the seledted samples can not be
secured to an identical degree in the different inves-
tigations, all the less as for the reason of the prob-
lem mentioned under point a,



c, There often appear deviations in the measurement
even of identical variables in different inves-
tigations,

d. Most varied methods are adopted for the evalua-
tion of measuring data,

Consequently there presents itself as a fundamental
question, what may warrant the compare of different
investigations concerning a given phenomenon, or
how can their superposition /cumulativity/ be in-
vestigated ?

We shall desist here from a detailed tracing of the
contents of the problems mentioned above and rather
concentrate on the description of a model which may
prove to be an efficient means for their solution,



l, Mathematical model

The basic principle of the model as follows:

a, To the given sociological phenomenon /sign: J/
/like to a system/ can be corresponded the struc-
ture of adopted variables to be determined from
measured data, which structure can be described
upon the media as an uniform reference systenm,

/see: [2] , [3] /

b, The function of the individual variables with-
in the given phenomenon is exactly determined by
the structure-environment,

Mathematical description of the model:

Let Tl'TZ""'Tr denote the investigations performed
with a view to describing the phenomenon J, where the
indexes can be denoted a time sequence,

Taking into consideration the steps I,, II,, III, as
described in the introduction, planning each T
/i=1,2,.,..,r/ investigation can be characterized by

a set-triad (Vi,Hi.Mi) . where

V. : the set of variables adopted in the investigation
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H, : The set of sample elements adopted in the in-
vestigation Ti

M; : The set of measuring procedures belonging to
the variables in the set Vje

The sets V; and M, the following relation rea-
lizes:

(1.1) vy €Vy => Ju,EN

where M4 is the measuring procedure belonging to
the variable ViJ‘ namely a measuring prodedure
within M, belongs to any variable within Vie which
means that

(1.2) Vel £ My

On the measurement of any variables in vi /Vmije,Mi/

we understand as follows :

(1.3) mij : Hi _.)Kij,
h € Hy :>"‘ij(h) = k€K,

where Kij is the set of codes of the variable viJEjVi.



The set of codes terminology is adopted for the sake
of the possibility of a uniform treatment, as in

this way it is not necessary to separate the socalled
quantitative and qualitative variables, This does not
cause any /theoretical/ difficulties, since it is
easy to see that it is always possible to give a set
of codes consisting of discrete codevalue for the
range of interpretation of any quantitative variable
/forming adequate classes/.

Thus, according to formula (1.3) the elements of

the set Mi are such transformations, as each ele-
ment of H, correspondent to exactly one code value
/belonging to a respective variable/.

Then introducing the following notations

(1.4) D, = e
i3 kle\d;i "&G")%

(1.5) Di = U D“'
m{i&M{

or, D; is the set of data arising from the investi-

gation Ti’ so the performance of the investigation

T, can be described by the transformation :

(1.6) Vi X Hi i Di



where "x" indicates the Descartes multiplication,

1,1, DEFINITION

On structure of variables in the set Vy we under-
stand the structure of the relation R interpreted
on the set V,, namely

(1.7) RSV, x V

i i

Based on the definition 1.1, and the known cennec-
tion among relations and graphs any (Vi, R) system

of variables can be assigned to a fz = <Pi‘ Ei)
graph, Each Pij vertices in P; exactly represents the
respective vj_:j variable in Vi. and on the edges

in Ei it realizes that

(1.8) (Pilpiz) € By & vyaRvy, /Pyye Pyz EPY/

Thus, according to the above, there exists a one-one
correspondence between the Tj;eT,400.,T. investiga-
tions and [y, [yecec0., [0 graphs,

1,2, DEFINITION

Let ]; = (Pi'Ei> and [3 '(PJ'EJ> denote the graphs
representing the structures of variables belonging to



investigatiens Ty and TJ' Investigatien TJ is
called cumulative reference te investigatien Tye if

(1.9) Vi i Vd and rl < [3

(1.10) [} is cennected

Thus, cumulativity is the relatien interpreted on
the set of investigatiens, Its symbol is R.e

The formalized writeing of relation "TJ cumulative
reference to T," is: TJRcTi‘

Hereinafter we shall deal with the description of
the structure of relation Rc. which permits ana-
lysing eof the empirical cognitive process,

2, Analysis of the structure of empirical cognitive
process

Cumulativity /relatien Rc/ permits a generalization
of the comparative problematicalties of two arbit-
rary investigations, namely the analysis of the cemp-
lete empirical cognitive process of a phenomenon J
performed up to a given point of time,

Let see the graph ef relatien Roe i.e. the graph

R, = (PRC. ERc) the vertices of which represent



T1¢TopeeeT . investigations in a way that p; ver-
tex is represents investigation T,, while the edges
of the graph are defined as follows:

(2.1) (Pipj)eERc = TiReTy

Based on the known properties of relation < /irref-
lexive, antisymmetrical, transitive/ it follows from
definition 1,2, that relation Rc possesses the
irreflexive, antisymmetrical, trancitive properties,

This implies that cumulativity is an ordering rela-

tion interpreted on the set of investigations,
Consequently, the f; graph corresponding to the
relation R, is a so-cflled transitive graph, i.e,
directed graph with no loop and cycle, An essential
property of transtive graphs is that any partial
graphs of their also possesses these properties,
namely any partial graphs of their is a transitive
graph,

The four figures below we show those elementary ty-

pes of graphs, which lend themselves for building

up any r& graph of the preperty mentioned above,
[

Figure 1, Figure 2,
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Figure 3, actually demonstrates that extreme case,
which is the limitation case of the types repre-~
sented in Figures 1., 2., 3.

The structure of cognition belonging to the elemen-
tary graphs as in Figure 1, may be mentioned as a
summing up type, that belonging to the elementary
graph as in Figure 2, as a searching type.

The structure of cognition as in Figure 3, is de.
signated as an elementary ideal structure,

The cognition structure which is a sequence of the
elementary ideal structure, we are called ideal.
Graph of an ideal structure of cognition is a uni=-
que directed path /see Figure 5./,

The term directed path means such a directed series
of edges (ul.ﬂz,....,ui,...,uq) where the terminal
endpoint of edge wu,; is the initial andpoint of
the edge Uil for all i<aq,

0——&-—""0".%____%

Figure 5,

It is known that any transitive graph /thus f; too/
can be decomposed into directed paths, Consequeﬁtly
any structure of cognition can be produced as union

of ideal structures of cognition,
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Therefore it is just to denote as ideal such struc-
ture of cognition as consists of exactly one such
/ideal/ member, since this structure represents in
fact the cumulative cognition without roundabouts
/ramifications/.

Let ‘E;/ti/ denote the graph of Rc relation on the
set Ty,T,yeesyT . investigation in point of time t
/i = 0‘1’2’.../1 Whel'o

(2.2) réc (t1) . (P(ti). E(ti))

i

Define a k/ti.tJ/ integer function as follows /where
tie t.‘l two arbitrary moment, and j > i 20/:

2 f i1 =0
(2.3) k (ti't:j) 2 {1 i{‘ : z 3

On the basis of /2,3/ we can give the number of inves~
tigation in any t,; moment by the following recursive
mode:

(2.4) ’P(to)| =0

(2.5) ¥ 53421 = |P(tJ)l = 'P(ti)'o k(ti.tj)

On the basis of /2,5/ we give the maximal number of
edges in r; (t-) graph at the moment t, > t $
o & 3704

(2.6) nl(nl-l) ) (ni+k(ti'tj)>(ni+k(ti't;L) -1)
2 2



(2.6) is the edge number of a cemplete graph with n
vertex,

J

Let denote lP(ti)'= n, /i=0,1,2,,..../, then we
define the efficiency index of the cognitive process

of phenomenon J between tie t:‘:| moments by the following
way:

(2.7) H(t ,t.) = IE(tJ),' ‘E(tﬂl B
J (ﬂj_-l-k(ti.tj))_gniq-k(ti.tj) -1)- n:l.(:i"l)

What is true on the lower and upper bound of H(Ei.tj) ?
On the basis of /2,6,/ we give:

(2.8) o0 <le(r,)< _a(rinl)
2

("j'l)

2

2.9) o gfe g

(2.10) OS_‘E (tj)’ = ‘E (ti)lsfl(_:ﬂ - ni(:f'l)

From the /2,3/, /2.4/, /2,5/ connections it is clear,
that

(2.11)  Viz1 — k(tjot) 21 ana  n>1



Thus from the above and /2,6/ connections, we have
that

(12) () | omloed)
e 2
Furthermoee
(2.13) 1=0 @k(ti.tj)zz and ng =0

in this case /2,12/ is realized too, and we find the
next values of the bounds of H(ti'tj) :

(2.14) 0 <H(tgut,) <1

On the H(to‘tj) index we find a very simple connection:

(2.15) H(tgaty) = 2:[E(t,)] i 2'|E(tj)|
(k (ta,tj)-l)-k(to,tj) (n:l"l)":j

Let’s have to demonstrate the connection between the
structure of cumulativity and effieiency of the cognitive
process, Therefore we show the efficiency index of the
elementary types of graphs /see figure l=4./.



Let see for the first the summing up type between the
t, tJ moments /see figure 6,/

P(e)\P(t) (R

Figure 6,

In this case the k(ti.tj) = 1 and [E(Ej»-]E(%i” +ny
connections are realize, from which

2(|E(ti)l + ng - lE(ti@.

(2-ni + 1 = 1)1

(2.16) H(ti.tj) =

Let see for the second the searching type /see figure'7./.

Figure 7,
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In this case from the n; = 1 and lE(tj)IalE(ii”+ k(ti,tS)
connections we have

z(le(t N+ k(e .t) - |E(t )D
(2.17) H(tj_rtj)= (2ni % :(ti't:’) il)i]k(ti.tj)i =

2 2
2n; + k(tLtn- T k(t.t) + 1

i,e., if we take the opportunity 0 f abstraction of infi-
nite number investigations , then

lim H(t, t,) =0
(2.18) k(ti.tj)—}oo i, J)

From the /2,16/ and /2,18/ connections we can see, that
the efficiency of cognitive process determined by propor-
tion of the searching and summing type subprocess,

Now, to demonstrate it, we show a l;c(tj) graph of a
fictive cognitive process /j = 5, without the transitive
edges, see figure 8,/ and its H(t, tj) index,

The adjacency matrix of the original ﬂ;(ij) graph
/with the traneitive edges/ is on figurg =
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From the adjacency matrix it is clear that

(2.19) ‘P(fj)ln ny = 13 and lE(tjn = 41
thus in this example:
(2.20) 45091 2
2e Hit. ,t = = ~~ 0,52
( o 5) nJEnj-Ij 13 « 12

Finaly we show the efficiency indexes of r; at disjunct
time-intervals /see figure 8,/. -

I"Io =0

k(t ot ) = 4 s )

'E(t:)f = 0 ““_’> H(*o't1)=éj,%:z% =0
IEQ:])l =0

nl = 4

k(t P o = 1 )

IEC‘;] 2 =0 :> H(tl'tz)"'(zi;f =Y = 0,5
,E(tz)l & 2

n = 5

i

)E(t3)| =12

n, = 9
k(tzety) = 3
[E(ty)] =12
}E(t4)| =29

T 2(29 - 12
_._> H(t3.t4)=( 5 T3-Th 3 = 0,56

2 ;
I:%SF’) : 2{ :> H(tZ't3)=(2—?éi§-i)?2 = 0,38
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ny = 12

k(tgetg) = 1( — _2(a1 - 29)
]Egti)ls) = 29 — ”(‘4*‘5)'@%mrr- !
E(ts)] =41

The graph r; defined in the foregoing /being a
transitive grgph/ possesses the property as well
that its vertices can be ordered into levels, that
means that from any vertex of a given level just can
be connected only vertices of lower level, /see [1]/
Consequently we obtain another characteristic fea-
ture, which can be expressed numerically, of the
structure of recognition, when investigating the
homology of the ordering in time of the investigati~-

ons adequate to the vertices of the graph f;
c
correspond with the ordering ereated in the set of

investigations by the relation /Rc/ of cumulativity,
Let us assume for the investigation of this problem
that the indexes of investigations T;,T icccceesT

indicate the sequence in time of the investigations,



2,1, DEFINITION

The relation R; interpreted on the set of Tl""'
““fTr investigations we are called inversion rela-
tion, if

(2.21) TRIT) &= TR, 1< 3

/l€i<&r, 1 <3</

Similarly to the relation Rc' an f;I = (PRI. ERI)

directed graph belongs to the relation Ry as well,
The set of edges of this latter graph contains exac-
tly the edges connecting vertices of those investi-
gations in the case of which investigation=pairs the
sequence in time does not coincide with the cumula-
tivity sequence,

Let us then form the index é} as follows:

(2.22) J; & 'ERII

E
Rcl

It is obvious that if the two kinds of ordering are
isomorphic then the number of edges of [; is mi-
nimal, i,.e, lER | = 0 and exactly then th£ value

of d; is minimal, so min 7 = O.

At the same time if the two kinds of ordering are "very"
dissimilar, namely lER | =IER | = max <§; = 1

thus I .

(2.23) o =« d.

;= 1



3. Analysis of non-cumulative investigations

In the following we are going to examine what the
situation is in those cases where the cumulativity
relation /Rc/ does not exist between the test-pairs,
Markings introduced in the previous points will be
adopted continually, and let G,, GJ denoted the
spanning partial graph in [1 and i} respectively,
by the variables equally adopted in the Ty and TJ
investigations,

Now the table here below contains all possible re=-
lations of the structure of the Tie TJ investi-
gations, /Under the structure of an investigation
we understand the structure of variables adopted

in the investigation, according to definition 1,1,/
Numbers indicated in the table serve only for sub-

sequent reference,

Vi = V5| VicVy |Vin v fvn Vy=p
_ 4 2] B 3

G =6 TReTy TiR.Ts L R
— T _ 6 _ ¥

NGy £ P [TR.T, T,R.T; TRTy | ====m-

G.NG, =@ |T,RT : T.R 4 T.RT ﬂTﬁT

i7] Jci Jci Jci jci

ﬁc denotes the opposite of relation Rc.
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velopment of_the_cases_indicated_in the table,_in

he sequence_of reference numbers:

In this case Gi=GJ:ﬁ?[1 = f; /since Viavj/.
Thus, the structure of the two investigations is
isomorphyc, Then there is no cumulativity to be
mentioned, but in spite of this such investigati-
ons may have a very important function, since this
case is nothing else than a confirmation of the

T, investigation through Tj' May we point out
however, that this case is comprised in case No,2,,
i,e. that of cumulativity, consequently this latter
is of much higher efficiency, since confirmation and
building up /continued recognition/ takes place
within one stage,

It is the case of cumulativity, which has been
dealt with in detail in chapter 2,

In this case the conditions of cumulativity are not
fulfilled however, the two investigations contain

a common partial investigation, in respect of which
both are cumulative, Let TiJ denoted this common
partial investigation, Assuming the set of variables
of the partial investigation TiJ as V,, =V;nV

J i J
then:
vij = Viﬂ VJ => Vijcvi .
f%>‘TiRcTiJ

G, = G, o l—:

J



4,

5.

9] -

V..cV

—y
13773 => T.R.T
ci
= G, ———i> 14 o GJ c:l] J J

1] =

Figure 10, shows the recognition graph of this case,

Py Py

Pij
Figure 10,

This case cannot take place, since Gi and G
graphs do not exist due to v N VJ =@,

artial
i P

In this case the situation is similar to that of case
3., but the determination of the partial investigation
is more difficult, Now we give the process for tracing
the ViJ set of variables of the common partial inves-
tigation TiJ and the conditions required for its exis-
tence, As will be seen in the following, here Tij ful-
filling the conditions does not necessarily exist, in
contradistinction to the case 3,



3.1, DEFINITION

Let r;(P E) an arbitrary directed graph and
Py € P The graph r1= (P', E ) called the partial
graph within [’ generated by the vertex p,, if

(3.1) py EP* <> (pspy) €E

(3.2) (FyPu) EE' > PyrpEP”, (pyPi)EE

Thus, assume in this case Gif)G = G and the set of
variables V adequate to the vertex spanning of G,
The elements of V only those variables, where the
following condition is fulfilled in respect of the
vertices corresponded to them within G:

(3.3) vev <—>k(p)+ b(p)# 0

/p is the vertex in G corresponded to the variable v/

Then the variables in V,; will exactly be those vari-
ables in Vv, for which the partial graphs in [_-T and

f’ respectively, generated by the vertices represen-
tlng these variables are parts of G, In a formalized
description this means that, if p€G and |“p P in
sequence are the partial graphs in rﬂ and [1 respec=-
tively, generated by the vertex p, than the following
condition must be fulfilled in respect of variable v
represented by vertex p:

(3.4)  vevy, <> [P = Ha=a
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It follows from this condition that, although in
case 5, the condition V £ @ is secured, there still
easily may occur vij = @, To illustrate this,
Figures 11,/a~k, show such a case to be readily
controlled,

There are to be seen on the figures the same symbols
as are adopted in the text,

1 ;| 1 r 4 G
b@ﬂ, DN N
4 ﬂ 4 (& f_ [ L .
™ ¢ T 5
2 3 ‘ of 95
v @ 6. i @
¥ ¢ 7 7

Figure 11,



6e0 7, In these two cases the proceedings are
identical to those performed in case 8,

8. What has been said for the case 4, are
equally valid here too,

9., 10,

11,, 12, In these cases one cannot speak of cumu-
lativity, not even up to the level of
partial investigations, due to the con=-
dition Gir\GJ = @, Consequently in these
cases the investigations may be considered
as completely isolated ones,
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