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1. Introduction

The memory is hardly separable part of the braagtvity, this is the reason of great challenge
for the modelling. This paper is designed to dertrates how fundamental psichologycal fact and
important brain’s activity can be simulated in #amm mathamatical model-system.

For this purpose | am suggesting one general waydject human memory on to a mathematical
model, called STRUCTURE-MEMORY (SM) as in the h&aellof this paper.

As we know the human memory contains a lot of cotioes among the elements (for example:
neurons) like the structure of system. For thisdtire and its functions modeling | use the graph
theory.

2. The brain’s activities what are the objects of oumodelling

The fundamental activities of the human memorylmadevided into the next three groups:
- the information reception and storing,

- the information recalling and

- the forgetting.

Here | should like to draw attention to a few basjoality of these activities.

2.1. The informations have different sign-intensityen they make receive into the memory.
The sign-intensity depends on
- how important is the information for thergen,
- what is the person’s general condition,
- how many times repeated the same informatio

2.2. The information storing in the human memorgne of the greatest problem of the
modelling.
- This is the consequence of enormous giyeemid variety of informations,
- and being unlimited connections of théitrss the basis of association).
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2.3. The fundamental principle of information réicaj is the association.
In our discussion we have two type of assams:
- the similarity-association is called a recalling if two or more informatiomecall
according to their connections of texts,
- thein time-associationis called a recalling if two or more informationcadl because
they was storing at the same time.

From the point of wiew of the chances of recalllbg of special importance thretroactive
inhibition .

2.4. Theforgetting is a generic term, which have more type:
- as a result of brain damage,
- as a result of brain’s inactivity,
- as a result of retroactive inhibition,
- as a result of repression.

Over the mext time | should like to demonstratdractural modelling method to simulate the
psichologycal phenomena according to the above.

3. The mathematical model of STRUCTURE-MEMORY (SM)

The mathematical model build up to the graph theBefore the mathematical modelling | have
to describe an axiom:

To each informations (which we are storing in meory) we have clearly assigned one multi graph.
Denote the informations as, Iy, ..., |;, ...., the graph which assign tqg ihformation as G
and the multi graph which assign to STRUCTURAL-MER® (in a shorter form: SM) asda .
Let Gsm =(Psm,Esm)  where

() Py ={R.PR)
(2)  Eqy O Py xPy

namely Ry is the set of the vertices andsyEis the set of arcs &, is the Cartesian prodact of
two sets). Gu is a multi graph with labelled vertices and coloaeds. Colour arcs of ;Ggraph
assigned to ;| information thé'j colour", namely thej label are assigned to each arcs of. G
Let define the sum (denotét ) oftwo G=(R,E), G=(R, §) graphs:

@ GUOG=(RUOP,EUE))

where U isextended-union as | called, which definition is as follows:

(4 EUE =(EDE)O(E nE))
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Thus E UE; set contaions the arcs of;, n E; with twice multiplicity. If SM stored in a

concret time the 11, I, ..., lk informations, then

5) Gg =G,06G,0..0G,

namely
(6) Py =ROPRDO...0OR,
(7) Ew =E,UE,U..UE,

For example in the graph on Fig.1.: k=3uR{A B,C,D,E,F},
E=—»p» o — > E= ------ >

Fig. 1.

Easy to see, if|PSM | =n is the cardinality of set s , then the maximum number of different
information in SM is 2", because it is the number of different graphs aon vertices. If
k=2"is the number of the informations in SM, then

(8) n=,/log, k
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So, if we take it that in every seconds® 10nformations stored in SM until 200 years, tliea
number of graphs in &u (denote: k):

9 k = 200[10° [B600[24[352=10" [6.08256

In this case according to (8) we get the next védue:

(10) n=,log, (10*° (6.08256 = 7.2411

namely the Gy which represents an SM storer with (9) nundfeinformations just need
n=8 vertices.

4. The activities of human memory described by the maematical model

Let denote the weight of (p,) arc of G graph with symbols, . Let the weight of (pp)
arc of Gum graph be

k . N
_ Sl if Os, 0
(11) Sw = H |
0 if Ol<i<k:s, =0

wherek is the number of informations in SM at a concireet

4.1.
According to the quality under clause 2.1. in owdel, the weight of arc has a quality and a

structural component (denote these one with symiaq|s, 3.,) for the case of s, weight.
Thus the criteriones under clause 2.1. means hieatZ -type weight component of arcs of any

Gi graph has possible different values just at thne tof storing. In addition | note that the
colouring of arcs represents the time ordering.

4.2.

We now turn to the problem of association (see untieise 2.3.) and the information recalling.
What is the problem of information recalling?

Given an input information; | which represents the ; @raph. Find an information (it represents
Gi ) with much similarity to . Let see the association algorithm in our mo@ehsider the G
graph which satisfy

(12) 0G,: G, #G ,G #G, = [E nE|z|E nE,

r

If we have more than one graphs with (12) prop@dy denote these &@nd G ), then the
associated graph ;j@s follows:
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(13) S = ZSL?VW

(Pu P, )OE
ay 8= S
(Py Py )UE,
(15) G =G <« s)s
If s=s ,then
(16) G =G = t(i

The relation t (i is everyting decidable, becauseare the colouring of arcs, which represents

the time of storing. Easy to see that ithéime-association (see under clause 2.3.) is generalizing
of (12)-(16) as we define

a7) [,OH, = j-T<r
wherej is a given moment of the in time-associatibms a time period (j-T, j) andHt is the set
of informations which have stored il time period. The summary of simulations of assian
in our model is shown in Fig. 2.

Association Order of selecting
type
similarity (L2 (15) — (16)
in time 17 — (15) - (12)
Fig. 2.

Now consider the simulate of retroactive inhibitikket G =(P ,§ ) be a stimulating graph and
G'=(P;,Ej") Iis associated to ;G From the procedure of information’s storing (skise 3.), it
follows that

(18) (p,p)OE, nE = (s3)((s>)

where (SSM )j- and (SSM )j are the weights of (p, ) arc of Gu as we defined in

uv uv

(11). According to the retroactive inhibition thepess of changing on;Gand G such that

(19) (pp)OE, = (sh)(lsh) .
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20 (p,p)OE = [(5)»(s),
where ))  denotes the "even less than" relation apet ¢ denotes the moment of a little bit

before until j time.
From the (19), (20) statements we obtain the maamacterisation of the phenomena:

1)  EnE -0 = (s) - (s) and (s) - (sh)..

We shall now study the properties of the repeatfofmation. Clearly if 1=, andi( j, then
G =G and according to (21) we obtain:

(22) (p,p,)OE = s,=0
(23) (p,P)OE, = (s1)(lsh) .

and from (18) it follows that

(24) (p.P)O(E NE)=E, = (s3')(s),

Here | should like to draw attention that if wenease the number of repeating, namely
1=, =...=lt and t - o , then according to the (22), (23), (18) statets@re obtain that:
(25) (p,p,)OE, = s,,=0 L=<r<t)

(26) (p,p)OE = s, - 0

(27) (P,p)OE = s -

Consequently the retroactive inhibition is mixirftlee association and forgetting.

4.3.
We shall now discuss the problem of forgetting. idddd0 SM an RG generator which makes
random graphs om vertices of @u such that every random graphs have same pipabi

Clearly, this probability is 1

nZ

(see clause 3.).

Let I, be arandom graph which makes RG at themoment and let the weight of each arcs

z

of ', bel.If G isthe associated graph fg (see clause 4.2.), then

@8)  (p,p)OE and (s) 20 = (s&) =(s) -1

uv /i
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Clearly from the (28), (19), (20) statements thas ipossible the weight of some arcs okuG
turn into zero, namely it means disappearance e$eharcs. This property demonstrates that
owing to forgetting (simulated with (28)), the stture of Gy is changing.

So it is possible that d4g be converted into disconnected, consequently theins of
associations be cut off. This consequence leads tre field of thinking, but it is not the theme
in this paper. As we shown by this property, that enodel is more general just like the
simulated of memory.

5. Basic theorem of structures storing to SM

| described my one axiom in start of clause 3is Enable to assign a; Gnulti graph to the |
information. But the question is the following:
How should the G graph (which represents the imformation) be stored to the SM ?

Definition 1.
Two graphs G and G are said to be isomorphic (let denaie);, if they have the same number
of arcs and if there exists a bijection such that

(29) G, 0G, = [p:P -PR
(30) Op0OP, = OqUR :p(p)=q
(31) (pP)OE; = (p(p)p(p))DE,
Remark:

A special type of isomorphysm, ip is identical, namely
(32) Up 0P = p(p)=p OR

Definition 2.
Let G and G be two arbitrary graphs and lep: G, - G} = (Pj',E}) be a transformation in

which case the G} n G, is maximal, namely
33) p:G, -G, =(P.E)=>00":G, - G'=(P".E) p”# p=[E, n E||2|E, n E]]

Then the isomorphic level of two graphs @nd G is the cardinality ofE; n E'j set (denote:
m(G ,G ), namely

(34) m(G,,G;) =|E; n E;|
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Now let see the algorithm of the storing of; @aph to SM (the denotes | use like in the
definitions). Consider thep, (u = 1,2,...,r) transformations. Let; Gs the input graph and

G’sm is the result of procedure, then

p.(G)) =G, =(P,E))=0p,0P nP =

(35) .
= 0p, 0P, 1 p,(p,) = p; = t'=s, otherwiset'=t

(36) Gy =Gy OG,

Thefollowing isthe main theorem of the structures storing to SM:
Let GG and G betwographs. If G; UG ,then G and G; arestoring to SM with

equivalent labels of vertices.

| draw ahead of the proof of this theorem owindaitk of space. But | have some final remarks
to the consequences of this theorem.

Remarks:
1. The consequence of the theorem we obtain th&Mncome into being the functional
blocks. This property of the brain is well-knowtire medical science.
2. From the storing method (see (35), (36)) implies, that in SM come into being
overlapping functional blocks. According to thiooperty we can modeling the storing of
associations among the informations at the timgaing.

Finaly | note that in this paper my aim is to destoate how brain’s activity can be simulated by

the SM. Furthermore the graph theory as the mathemhamodel of SM is well-fitted to
modeling this one.

> I<



